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FICON Dynamic Routing (FIDR): Technology and Performance

Implications
Executive Summary:

As part of the z13 announcementinJanuary 2015, IBM announced supportfora new FICON routing
technique for FICON interswitch links (ISLs) called FICON Dynamic Routing (FIDR). FIDR enables ISL
routes to be dynamically changed based on the Fibre Channelexchange D, whichis unique foreach1/0
operation. With FIDR, an ISL is assigned at1/O request time, so different |/Os from the same source port
goingto the same destination port may be assigned different ISLs.

z13 servers using FIDR have advantages for performance and managementin configurations with ISL
and cascaded FICON directors:

Supportsharing of ISLs between FICON and FCP (Metro Mirror/PPRC or distributed)
1/0 trafficis better balanced between all available ISLs

e Improve utilization of FICON directorsand ISLs

e Easierto manage with a predictable and repeatable|/O performance

FICON dynamicrouting can be enabled by definition of dynamicrouting capable switches and control
unitsin HCD. Also, z/0S has implemented a health check function for FICON dynamicrouting.

This white paperwill discuss requirements for FIDR, review the basics of cascaded FICON, explain how
the predecessortechnology (staticrouting) works, and compare it with the new FICON DynamicRouting
mechanism. The paper will conclude with a discussion of design considerations and the possible use
cases where implementing FICON Dynamic Routing willbe of the most benefitto z Systems end users.

Introduction

IBM originallyannounced FICON channels forthe S/390 9672 G5 processorin May of 1998. Over the
ensuing 18 years, FICON has rapidly evolved from 1 Gbit FICON Bridge Mode (FCV) tothe 16 Gbit FICON
Express16S channels that were announced inJanuary 2015 as part of the IBM z Systems z13
announcement. While the eight generations of FICON channels have each offered increased
performance and capacity, from the perspective of this paperthe mostimportantenhancementsrelate
to the fibre channel upperlevel protocol (ULP) employed by FICON. Specifically, the first FICON ULP was
called FC-SB-2. This specification supported native FICON storage devices, channel-to-channel
connections, FICON directors (switches), aswell asanumber of other key features. However, the FC-SB-
2 ULP did not support switched paths over multiple directors. When IBMintroduced the FC-SB-3ULP in
January of 2003, this limitation was addressed. While FC-SB-2 employed a single byte link address that
specified justthe switch portonthe director, FC-SB-3employs a2 byte address where the first byte is
the address of the destination directorand the second byte is the address of the port on the destination
director. Thisis known as cascaded FICON. Since 2003, there have been many changes with how the
FICON switching devices send fibre channelframe trafficbetween each other. The focus of this paperis
the significant changes that have taken place in the pastseveral years, with a particular emphasis on the
most recent changesannounced by IBM inJanuary 2015.
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Cascaded FICON Defined

Cascaded FICON refersto an implementation of FICON that allows two storage fabrics to be linked via
connections between pairs of directors. The director-to-director connections are known as interswitch
links (I1SLs). ISLs support processor-to-processor, processor-to-disk or tape subsystem, and subsystem-
to-subsystem logical switched connections. Cascaded FICON directors facilitate the design and
implementation of robust disaster recovery/business continuity solutions such as IBM’s Geographically
Dispersed Parallel Sysplex™ (IBMGDPS®). Cascaded FICON architectures substantially reduce the
infrastructure costs and complexities associated with the se implementations. Cascaded directors also

permit greater flexibility in the FICON architecture, more effective utilization of fibre links, and higher
data availability in the enterprise.

IBM z13 IBM DS8870

- P ISLs -, P
___FICON N o FICON
Host Channel U *u CU Channel
FICON FICON
Director Director

Figure 1: Cascaded Switch Configuration

As isshowninFigure 1, a logical connection overacascaded FICON director configuration incorporates
three end-to-end links. The first link connects the FICON channel N_Port (node port) toan F_Port (fabric
port) on the FICON director. The second link connects an E_Port (expansion port) onthe local directorto
an E_Port on the remote director. Aninter-switch link (ISL) isalink between two switches, E_Port-to-
E_Port. The ports of the two switches automatically come online as E_Ports once the login process
finishes successfully. Finally, the third link connectsthe F_Port onthe directorto an N_Porton the
control unit (CU) subsystem.

HCD defines the relationship between channels and directors (by switch ID) and specific switch port (as
well asthe destination switch ID for cascaded connections) forthe switch to director segment of the
link. However, HCD does not define the ISLconnections. While this may initially appearto be surprising
based on areader’s priorexperience with the exacting specificity required by HCD, it means that the
management of the trafficoverISLsis controlled exclusively by the directors. Hence, additional ISL
bandwidth can be added to a configuration without any modification to the environment’s HCD
definitions. HCD simply assumes that the links are present and requires that 2 byte addressing be
employed to define the connectivity to storage subsystems. The first byte isthe switch IDand the
second byte is the port to which the storage subsystemis connected. Duringinitialization, the switches
identify theirpeersand create aroutingtable so that frames for remote subsystems may be forwarded
to the correct director.
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Hardware Requirements for FIDR

FIDR has several hardware requirements that need to be met prior to implementation. There are z
Systems, storage, SAN and network/DWDM device requirements.

Z Systems hardware requirements
FIDR requires z13/z13S running Driver 27L with bundle SO8a or later with FICON Express 16S or FICON
Express 8S channels.

DASD/Storage requirements

FIDR issupported with IBM DS8870 running firmware release 7.5or later. FIDR will work with both
16Gbps and 8Gbps hostadaptercards. Otherstorage OEMs may support FIDRas well. Clients should
check withtheir DASD vendorto verify support.

SAN Hardware requirements
FIDRissupported onthe IBM B type (Brocade) z Systems qualified Gen 5 products SAN768B-2 SAN384B-
2, SAN 48B-5, and SAN42B-R (DCX 8510-8, DCX 8510-4, 6510, and 7840) and Gen 6 products (4 and 8

slotdirectors, G620 switch) running FOS levels 7.4.0a and later qualified versions. Brocade Network
Advisor12.4.1 or later qualified is also recommended.

FIDR is supported on the Cisco z Systems qualified products MDS 9710 and MDS 9706 running NxOS
6.2(11c), and MDS 9250i running NxOS 6.2(11d). Data Center Network Manager 7.2(1) or later qualified
versionisalsorecommended.

Thisdocumentis not meantto determine qualified switch products. To ensure that the planned
productsto be implemented are qualified, registered users can see the IBMResource Link® library for
currentinformation about qualified switch products and routing modes supported:

https://www-
304.ibm.com/servers/resourcelink/lib03020.nsf/pages/switchesAndDirectorsQualified ForlbmSystemZRF
iconRAndFcpChannels?OpenDocument

Network/DWDM requirements
If a network/DWDMdevice is supportedinaz Systems environment, in general itis supported for

cascaded FICON and FIDR. Alistof DWDM products qualified for use with z Systems can be found at
IBM Resource Link® library:

https://www-
304.ibm.com/servers/resourcelink/lib03020.nsf/pages/systemzQualified WdmProductsForGdpsSolutions
?0OpenDocument&pathlD=

However, clients should also verify support of network/DWDM devices with their FICON SAN hardware
components.

Software/OS requirements for FIDR

FIDR issupported on all operating systemsthatrunon z13 and z13s that allow FICON channelsto be
defined.
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Routing Overview and ISL Link Mapping

Data movesthrougha FICON SAN fabric from switch to switch and between storage devicesand a
mainframe along one or more paths that make up a route. Routing policies determinethe path foreach
frame of data. Before the FICON SAN fabriccan begin routing traffic, it must discover the route aframe
should take toreach the intended destination. Route tables internal to the switches are listings that
indicate the nexthoptowhichaframe is directed toreach a destination.

The assignment of trafficbetween directors overthe intervening ISLs is completely controlled by the
directors. Atthe inception of FICON, the only mechanism available was the fabricshortest path first
(FSPF) protocol. FabricShortest Path First (FSPF)isalink state selection protocol that directs traffic
alongthe shortest path between the source and destination based upon the link cost. FSPF detectslink
failures, determinesthe shortest route for traffic, updates the routing table, provides fixed routing paths
withinafabric, and maintains correct ordering of the frames. Once established, FSPF programs the
hardware routingtables forall active ports on the switch.

Everytime an ISLisadded, the ISL trafficassignments change. While very simple, this technique is not
attractive to an experienced mainframearchitect since they cannot prescribehow the pathstoa

subsystem are mappedtothe ISLs. In the worst case, all of the pathsto a subsystem might be mapped
to the same ISL. Moreover, once a path isassigned an ISL, that assignmentis persistent.

FSPFis the foundationforall subsequent ISLrouting mechanisms that have beenintroduced since 2003.
Therefore, itwould be beneficial to have asolid understanding of how FSPF works. The nextsection of
this paperwill review the FSPF protocol.

Review of Fabric Shortest Path First (FSPF)
The Fabric Shortest Path First (FSPF) protocol is the standardized routing protocol for Fibre Channel

(hence FICON) SAN fabrics. Itis the foundation forall of the routing mechanisms that will be discussed
laterinthis paper; therefore, itisimportant to understand how FSPF works.

FSPFis a link state path selection protocol that directs trafficalong the shortest path between the
source and destination based upon the link cost. FSPF detects link failures, determines the shortest
route for traffic, updates the routing table, provides fixed routing paths within a fabric, and maintains
correct ordering of frames. FSPF also keeps track of the state of the links on all switchesinthe fabricand
associates acost with each link. The protocol computes paths from a switch to all the otherswitchesin
the fabricby adding the cost of all links traversed by the path, and chooses the path that minimizesthe
costs. This collection of the link states, including costs, of all the switchesinthe fabric constitutes the
topology database orlink state database.

FSPFis based onareplicated topology database thatis presentin every switching deviceinthe FICON
SAN fabric. Each switchingdevice usesinformationin this database to compute pathstoits peersviaa
process known as path selection. The FSPF protocol itself provides the mechanisms to create and
maintain this replicated topology database. Whenthe FICON SAN fabricis firstinitialized, the topology
databaseis createdinall operational switches. Ifa new switching device isadded to the fabric, orthe
state of an interswitch link (ISL) changes, the topology database is updatedin all the fabric’s switching
devicestoreflectthe new configuration.
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A Link State Record (LSR) describes the connectivity of a switch within the topology database. The
topology database contains one LSR foreach switchinthe FICON SAN fabric. Each LSR consists of a link
state record header, and one or more link descriptors. Eachlink descriptor describes an ISLassociated
with that switch. Alink descriptoridentifies an ISLby the Domain_ID and output portindex of the
“owning” switch and the Domain_ID and input port index of the “neighbor” switch. This combination
uniquely identifies an ISLwithin the fabric. LSRs are transmitted duringfabricconfigurationto
synchronize the topology databases in the attached switches. They are also transmitted when the state
of alinkchangesandon a periodicbasis to refresh the topology database.

Associated with each ISLis a value known as the link cost, which reflects the desirability of routing
framesviathat ISL. The link cost isinversely proportional tothe speed of the link-higher speed links are
more desirable transit paths, therefore they have alower cost. The topology database has entries forall
ISLs inthe fabric, enabling a switch to compute its least cost path to every other switching device inthe
FIOCN SAN fabrics from the information contained inits copy of the database.

There are three main functions associated with the FSPF protocol:

1) A Helloprotocol to establish two way communication with a neighborswitch and determine the
connectivity of an ISL.

2) Aninitial topology database synchronization protocol.

3) Atopologydatabase maintenance protocol.

The FSPF Hello Protocol

Aftera FICON switching device acquires aDomain_ID, it may beginthe process of buildingarouting
tableinorderto begin delivering frames. The Hello protocol is used to determine when a neighbor
switchisreadyto beginroutingframes onan ISL. Once a switch acquiresa Domain_ID, itbegins
transmitting periodic Hello messages, and indicates the source of the ISLby usingthe Domain_IDand
output port index of the sending switching device. Initially, a FICON switching device does not know the
Domain_ID of its neighbor(s)and the switch isthen said to have “one-way” communications with the
neighbor. When aFICON switchingdevice receivesaHelloonanISL, it learnsthe Domain_ID of the
neighbor, andits usesits output port onthis ISL to send its own Hello containingits own Domain_IDand
portindex. The switchisthenaware of the neighborswitch’s Domain_IDandincludesthatinall
subsequent Hellos sentonthe ISL. If a switching device receives aHello containingits Domain_IDasthe
recipient Domain_ID, the neighborswitchissaid to know the Domain_ID of this switch, and the switch
also knows the Domain_ID of the neighborswitch. Atthis point, the two are said to have “two-way”
communications with each otherand they can begin theirinitial topology database synchronization.

Hello messages are transmitted on a periodicbasis on each ISL even aftertwo-way communicationis
established. The periodicHello transmission provides a mechanismto detectaswitch or an ISL failure.
In essence, the periodic Hello acts as a “heartbeat” between the switching devices. The time interval
between successive Hellos (in seconds) is defined by atimer called the Hello interval. The number of
secondsthata switching device will wait foraHello before reverting back to one -way communicationis
defined by the Deadinterval. Boththe Helloand Dead intervals are communicated between switches as
part of the Helloitself. If aswitch failstoreceive aHello within the expected timeit 1) assumesthe
neighborswitchisnolongeroperational and 2) removes the associated ISLfrom its topology database.
At thistime the switch removes the Domain_ID of the neighbor switch from the Hello messages and the
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Hello protocol reverts to the on-way communication state. If a link failure occurs on an ISL, two-way
communicationislost. Whenthe ISLis restored, the switching devices must re-establish two-way
communication and synchronize their topology databases before the ISLmay be again used for routing
frames.

Initial Topology Database Synchronization

Once two-way communication has been established via the Hello protocol, the switches synchronize
theirtopology databases. Duringthe initial topology database synchronization,each switch sendsits
entire topology database toits neighbor switch(es). When a switch completes sendingits database, it
sends a Link Status Update (LSU) with no LSRs. Wheniit receives an acknowledgementto this LSU,
topology database synchronizationis complete, and the switches are then said to be “adjacent” on that
ISL. The ISLis nowinthe “full state” and may be used for frame delivery.

While the entire topologydatabase is exchanged during this initial synchronization process, LSRs are
alsotransmitted during the database maintenance phase to reflect topology changesinthe FICON SAN.
The topology database must be updated wheneverthe state of any ISL changes. The specificevents that
will cause such an LSR to be transmittedinclude:

1) AnISLfails (orthe entire switch connectedtothe ISL fails). Anew LSRis transmitted to remove
the failed ISL(s) from the topology database.

2) AnISLrevertsto one-way communication status. Anew LSRis transmitted to remove the one-
way ISL from the topology database.

3) AnewISLcompletesthe linkinitialization and the initial database synchronization. AnLSR is
transmitted to notify the otherswitchesin the fabricto add the new informationto their
databases.

Path Selection

Once the topology database has been created and a switch has information about available paths, it can
computeitsrouting table and select the pathsthat will be used forforward frames. Fibre Channel uses
a least cost approach to determine paths used forrouting frames. EachISLisassigned a link cost metric

that reflects the desirability of using thatlink. The cost metricis based on the speed of the ISLand an
administratively applied cost factor. The link cost us calculated using the following formula:

Link Cost=S x (1.0625e12/Baud Rate)

The factor S is an administratively defined factor that may be used to change the cost of specificlinks.
By default,Sissetto 1. Applyingthe formula, assumingSissetto 1, thelink cost fora 1Gbps linksis
1000, while a2Gbps ISL cost=500.

When there are multiple paths with the same cost to the same destination (whichiis typical for 99.9% of
cascaded FICON SAN architectures), aswitching device must decidehow to use these paths. It may
selectone pathonly (notideal) orit may attemptto balance the trafficamong the available pathsto
avoid congestion of ISLs. If a path fails, the switch may selectan alternate ISLfor frame delivery. Thisis

where the different types of ISLrouting come into play. These routingtechniques are the subject of the
nextsection.
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FICON Routing Mechanisms

As was previously discussed, the assignment of trafficbetween directors overthe intervening ISLs is
completely controlled by the directors. Atthe inception of cascaded FICON, the only mechanism
available forthis was fabricshortest path first (FSPF). Everytime anISLis added, the ISL traffic
assignments change. While very simple, this technique is not attractive to an experienced mainframe
architect since they cannot prescribe how the pathsto a subsystem are mappedtothe ISLs. Inthe worst
case, all of the paths to a subsystem might be mapped tothe same ISL. Moreover, once a path is
assigned an ISL, that assignment is persistent. Overthe pastseveral years, multiple techniques beyond
simple FSPF have been introduced for routing trafficon FICON ISLs. These techniques fallundertwo
categories: staticrouting, and dynamicrouting.

Traditional static routing mechanisms

In staticrouting the choice of routing pathis based only on the incoming portand the destination
domain.Brocade Port Based Routing (PBR) assigns the interswitch link (ISL) statically based on “first
come first served” at fabriclogin (FLOGI). The switch has no idea whetherthe portthatis loggingin will
use the ISLand whetheritwill cause bottleneck. The actual dataworkload is not balanced across the
ISLs. Thiscan resultinsome ISLs being overloaded, and some being underutilized. Brocade Device
Based Routing (DBR) and Cisco’s Source/Destination (SID/DID) Routing optimizes routing path selection
and utilization based on ahash of the Source ID (SID) and De stination ID (DID) of the path source and
destination ports. Therefore, the ingress ports that are only passing trafficlocally and not using the ISLs
do notget assignedtoan ISL. As a result, every distinct flow in the fabric can take a different path
through the fabric. This helpsto ensure that the exchanges between a pair of devices stayin order. The
effect of thisis better workload balancingacross ISLs. Finally, the routing table changes afterevery
poweronreset (POR)ona z Systemsserver, sothe ISLassignmentis somewhat unpredictable.

Staticrouting drawbacks

The static routing policies/mechanisms that have been required until the GA of FIDR posed some
problems based on how they worked. PBRassigned the ISLroutes to the ingress ports at FabricLogin
(FLOGI) and itwas done on a first come first served basis. Which ISLwas actually assigned was done on
what was termed a round-robin basis. While ingress port assignments would be balanced, the actual
data trafficthat would flow across the ISLs would often times not be balanced. In other words, static
routing policies may not exploit all the available ISLbandwidth.

The path selection algorithms used by the IBM synchronous replication technology, Metro Mirror
(previously known as Peer-to-Peer Remote Copy or PPRC), is based on the link bandwidth. The IBM
DS8000 series DASD array keeps track of outstanding Metro Mirror 1/O operations on each port. DS8000
path selection chooses the next porttoschedule work based on the link with the mostavailable
bandwidth. Thus, Metro Mirror trafficshould also steeraround SAN congestion towards better
performingroutes. Considera configuration with four Metro Mirror links from the primary control unit
to the secondary control unit. These four Metro Mirror ports go to a fabric with eight ISLs. At most, four
ISLs will be used. The hashingalgorithm might actually map traffic of two or more of the PPRC ports
ontothe same ISLresultingin fewerthan fourISLs actually being used. In many cases, staticrouting
policies will do an adequate job spreading the work across many routes. However, in others,
exploitation of the link bandwidth can be suboptimal.
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For anotherexample,inascenariowith 12 ingress portsand 4 ISLs, PBR would assign 3 ingress ports to
each ISLin a round robinfashion. Ingress ports were assigned to ISLs regardless of whether or not they
would be sendingtrafficacross the ISLs. Thisis why it wasvery commonto see PBR implementations
resultin 50% or more of the total cross site dataworkloads beingon one ISL, and perhaps no data at all
on otherl|SLs. Forlarge z/OS Global Mirror implementations, this kind of behavior by PBRwould result
inmany suspendsand very poorreplication performance.

DBR improved things somewhat by making the routing assignments based on source ID/destination ID
(SID/DID), so the assignment of ingress ports to ISLs actually did require the ingress ports to be used for
sendingtrafficacross the ISLs. However, the other primary drawback of static routing policies still
applied:routing can change each time the switchisinitialized which leads to unpredictable, non-
repeatable results.

However, staticrouting policies do have some advantages. One outstanding example is provided with
how the routing policies handle the impact of aslow drain device. Staticrouting has the advantage of
limiting the impact of aslow drain device ora congested ISLto a small set of ports that are mapped to
that specificlSL. If congestion occursinan ISL, the z Systems channel path selection algorithm will detect
the congestionthrough the increasinginitialcommand response (CMR) time inthe in-band FICON
measurement data. The z Systems channel subsystem begins to steerthe I/O trafficaway from
congested paths and toward better performing paths usingthe CMR time as a guide. Additional host
recovery actions are also available for slow drain devices.

IBM z13 and FICON Dynamic Routing (FIDR)

Until z13, staticrouting polices were required to guarantee in-order processing. With the IBM z13, IBM
announced that FICON channels will nolongerbe restricted to the use of static Storage Area Network
(SAN) routing policies. The zSystems servers now support dynamicroutinginthe SAN with the FICON
Dynamic Routing (FIDR) feature. In other words, end users with cascaded FICON directorarchitectures
will nolongerhave torely on staticrouting polices such as Port Based Routing (PBR) or Device Based
Routing (DBR). A dynamicrouting policy means that there are no fixed routes from the source ports to
the destination ports. FIDRis designedtosupportthe dynamicrouting policies provided by the FICON
director manufacturers.

Routes across ISLs are assigned to /O operations dynamically on a per exchange (perl/0) basis. Loading
of ISLsis applied atthe time of the data flow. This providesthe most effective mechanism forbalancing
data workload traversing availableISLs. Thus, every exchange can take adifferent path through the
fabric. There are nolongerfixed routes from the source portsto the destination ports. ISLresources are
utilized equally and therefore, the ISLs can run at higher utilization rates withoutincurring queuing
delays. High workload spikes resulting from peak period usage and/or link failures can also be dealt with
more easily with FIDR.

One example of such a dynamicrouting policy is Brocade’s Exchange Based Routing (EBR). The second
example is Cisco’s originator exchange ID (OxID) routing. Itshould be noted thatrouting policiesalso
impactlocal switching aswell as ISLs. Clients should check with their FICON switch vendor fortheir
specificsupport statement.
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FICON Dynamic Routing Explained

With FICON DynamicRouting (FIDR) the routing assignments are based on the SID/DID and the Fibre
Channel originatorexchangeID (OXID). Routes across ISLs are assigned to 1/0 operations dynamically on
a per exchange (perl/0) basis. Loadingof ISLsis applied at the time of the data flow. This providesthe
most effective mechanism forbalancing dataworkload traversing available ISLs. Thus, every exchange
can take a different path through the fabric. There are no longerfixed routes from the source portsto
the destination ports. ISLresources are utilized equally and therefore, the ISLs can run at higher
utilization rates withoutincurring queuing delays. High workload spikes resulting from peak period
usage and/orlink failures can also be dealt with more easily with FIDR.

Thisimproves utilization of all available paths, thus reducing possible congestion on the paths. Every
time there isa change in the network which changes the available paths, the trafficcan be redistributed
across the available paths.

IBM z13 IBM DS8870
Data flow for

Data ﬂow. Routes are assigned I sip/oID can
enters switch dynamically across use different
from source all available ISLs 1SLs

\ e

.\ » P ISLs - 7~ QU
FICON ey WO g FICON

Host Channel ~ —= ~ CU Channel

FICON FICON
Director Director

Figure 2: Details of FIDR

FIDR Benefits, Use Cases and Design Considerations

FIDR Benefits
The characteristics of FIDR provide two primary benefits tothe end user. Which benefitapplies most
will depend on yourspecificcircumstances and configuration.

1) Potential bandwidth consolidation/ISL consolidation. For many years the SAN vendorand IBM
have recommended keeping FCP traffic (such as PPRC/Metro Mirror) and FICON trafficon theirown ISLs
or own group of ISLs-in other words segregate the traffictypes. With FIDR, it's now possible to take
advantage of FIDR and share ISLs among previously segregated traffic. Thisleadstothe obvious
consolidation cost savingin the hardware: fewerSLs means fewer FICON director ports and/or DWDM
links. However, that cost savings could be minuscule in comparison to the potential bandwidth cost
savings. The potential bandwidth cost savings depends on an end users specificcircumstances. In Asia
and the Americas, the distance between data centersis usually greaterthanitisin Europe. Many large
end users now own theirbandwidth. Also, whattype of bandwidth are we talkingabout? Those are all
factors.

2) Better utilization of available bandwidth/assets. Thisis likely to be most attractive to
PPRC/Metro Mirror users and/orend users who own theirown bandwidth. Many such end users will
prefertokeep theirtraffictypes segregated and notshare ISLs. One of the drawbacks to using static
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routing with PPRC was that some ISLs might not be used at all-they would only be there forfailover.
Considera configuration with four PPRClinks from a primary control unit to the secondary control unit
and these four PPRC ports connectto a fabricwith eightI1SLs. At most, with staticrouting only four of
these ISLs would be used and the otherfour would be there forredundancy/failover. With FIDR, all
eight ISLs will be used whichis far more efficient utilization of the available bandwidth and could have a
positive impact on performance.

Design Considerations

There are two behaviors that may occur ina FICON SAN with FIDR enabled that z Systems end users
needto be aware of. The firstbehavioris dilution of error threshold counts. The secondisth e effects of
slow drain devices.

The first behaviorof concernis dilution of errorthreshold counts. Itis possible forerrorstooccurina
FICON SAN that cause Fibre Channel framestogetlost. One example scenarioistriggered whenthere
are more than 11 biterrorsina 2112 bit block of data and Forward Error Correction (FEC) code cannot
correct thislarge of a burst of errors. For z Systemsandthe FICON protocol, anerror isthen detected by
the host operating system. This errorwill typically be aninterface control check (IFCC) oramissing
interrupt. The exacterror type depends on exactly where inthe I/O operationthe erroroccurs. z/0S
countsthese errors and are tracked back to a specificFICON channel and control unitlink. With static
routesthe error countcoversthe specificISLthatis inthe path between the FICON channeland the
control unit. With FICON dynamicrouting mechanisms, the intermittent errors caused by afaulty ISL
will occur on many channel to control unitlinks, unknown to the operating system orthe z Systems
processoritself. Therefore, the errorthreshold counters can getdiluted: they get spread across the
different operating system counters. Thisthen makesitentirely possible that eitherthe thresholds are
not reachedina time period needed to recognize the faulty link, orthat the host thresholds are reached
by all control units that crossthe ISLin question, resulting in all the channel paths being fenced by the
host operating system. To preventthis behavior, the end usershould use the FICON SAN switching
devices capabilities to set tightererrorthresholds internal to the switch and fence/decommission faulty
ISLS before the operating system’s recovery processes getinvoked.

The second behaviorto be aware of/concerned with when using FIDRis more important: slow drain
devicesandtheirimpactonthe FICON SAN. Recall thata slow drain device isadevice thatdoesnot
accept frames at the rate generated by the source. Whenslow drain devices occur, FICON SANs are
likely to lack buffer credits at some pointinthe architecture. This lack of buffers can resultin FICON
switching device port buffer credit starvation, whichinthe extreme cases canresultin congested or
even completely choked ISLs. Framesthatare “stuck” forlong periods of time (typicallyfor periods
>500 milliseconds) may ultimately be dropped by the FICON SAN fabric, resultingin errors being
detected. The most common type of error in this situation described would be C3 discards.

When a slow drain device event does occur, and corrective action is not taken in short order, ISL traffic
can become congested as the effect of the slow drain device propagates backinto the FICON SAN. With
FICON dynamicrouting policies beingimplemented aslow drain device may cause the bufferto buffer
credit problemto manifestitself onall ISLs that can access the slow drain device. This congestion
spreads and can potentially impact all trafficthat needs to cross the shared pool of ISLs. With static

routing policies, the congestion anditsimpactis limited to the one ISL that accesses the slow drain
device.
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Possible causes of slow drain devices include, but are not limited to:

1) An insufficient number of buffer credits configured for links that access devices along distance
away.

2) Disparate link speeds between the FICON channeland control unit links.

3) Significant differencesin cable lengths.

4) Congestion atthe control unit host adapters caused when the link traffic (across all ISLs) exceeds

the capacity of the host adapter. This can occur whentoo many Metro Mirror ISLs share the same host
adapteras FICON production trafficlISLs.

The z13 processorand z/0S have capabilities that mitigate the effect of slow drain devices, such as
channel path selection. The algorithms steer the I/O workload away from the paths that are congested
by the slow drain device towards the FICON channelsin aseparate, redundant FICON SAN. Best
practices for z Systems |/O configurations require at least two separate and redundant FICON SANSs.
Many end users use four and the largest configurations often use eight.

For Metro Mirror traffic, best practices call for the z Systems end userto use FIDR in the fabricfor
predictable/repeatable performance, resilience against work load spikes and ISLfailures, and for optimal
performance. Itisfeltthatif a slow drain device situation does occurina FICON SAN fabricwith Metro
Mirror traffic, it will impact the synchronous write performance of the FICON trafficbecause the write
operations will not complete untilthe datais synchronously copied to the secondary control unit. Since
FICON trafficis already subject to the slow drain device scenarios today, exploiting FIDR does not
introduce anew challenge tothe end userand their FICON workloads.

Bandwidth Sizing Between Sites, Virtual Fabrics and DWDM Considerations

In any cascaded FICON architecture, itis a best practice to perform a bandwidth sizing study. Sucha
study can help you determine the bandwidth required for the cascaded links, the number of ISLs
requiredto supportthatbandwidth requirement, as well as allow you to plan for anticipated storage
growth and associated bandwidth growth overamulti-year period. Factorsto considerinthe
bandwidth sizing study include:

1) What type of trafficis going across the cascaded FICON links (ISLs)? DASD, tape, CTC, all of the
above?

2) Dol havereplicationtrafficgoingacrossthe ISLs? If so, whattype (synchronous, asynchronous,
both)?

3) Dol wishtoisolate aparticulartraffictype toits own set of ISLs (by OS, storage type, replication
type)?

4) Am | usingtrunking/portchannelsin conjunction with FIDR?

5) Am |l usingvirtual fabricsand how does that effect myISL allocation?

6) Dol have an SLA that must be met ona specificreplication traffic?

7) Doesmy environmentinclude a GDPS or similararchitecture? Willl be performinga
HyperSwap?

There are a variety of tools that can be used for this study. Some of the bettertoolsinclude the
Intellimagicfamily of software.
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If you are employingavirtual fabrics architecture, itis recommended that you consult with your switch
vendorforspecificconfiguration guidelines on ISLusage with FIDR and virtual fabrics.

Finally, if you are employing DWDMdevicesin a cascaded FICON architecture, check with your switch
vendor AND DWDM vendor forspecifics on FIDR support, aswell as support for other cascaded FICON
technologies (forexample, not every DWDMvendor supports VC_RDY and requires use of R_RDY on
ISLs).

FIDR consistency reporting

The dynamicrouting health check (I0S_DYNAMIC_ROUTING) is part of the z/0S 2.2.0 I0S checksin the
IBM Health Checkerforz/0S. Thischeckidentifiesanyinconsistenciesinthe dynamicroutingsupport
withinthe SAN. Inorderfor dynamicroutingtofunction properly, dynamicrouting must be supported
at all endpoints, the channel and connected devices, communicating through the switches. When
dynamicroutingis enabledinthe SAN, the z/OS Health Check will verify that the processorand attached
DASD, tape, and non-IBMdevices defined as type CTC support dynamicrouting and will identify those
endpoints that do not.

The system runs this check wheneverany of the following occur:

1) AtIPLwhenIBM Health Checkerforz/OS starts.

2) Achangeinthe dynamicroutingsupportwithinthe SANis detected
a. CHPID configured online or offline
b. Switchdevice variedonline
c. Firstdeviceina storage controllercomesonline

3) Ausermanuallyrunsthe health check

Clients must definea Control Unit Port (CUP) device to z/OS for each switch connected to each channel
used by z/0S. z/0OS usesthe CUP device to gatherinformation from the switch (topology, performance
statistics for RMF, etc). New informationisreturned fromthe CUP thatindicates whetherdynamic
routingisenabled forthe SAN fabric. If the processor(channels) does not support dynamicrouting,
z/0S checks whetherany channel is connected to a switch enabled for dynamicrouting. Each control
unitthatis switch connectedis checked to determine whetherits channels are connected toaswitch
enabled fordynamicrouting. The storage controller returns adynamicrouting capability flaginthe self-
description data. When VERBOSE=YES is specified on the check, the report will also include the
processoror any controllers that would need to support dynamicroutingif dynamicrouting were
enabledinthe SAN. This helps planforfuture enablement of dynamicroutinginthe SAN.
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Figures 3isan example of the output of this check where all devices and hosts support FIDR, an no
inconsistencies are detected.

CHECK(IBMIOS, IOS DYNAMIC ROUTING)

SYSPLEX: ENGTEST1 SYSTEM: S01

START TIME: 08/02/2016 13:12:20.844419
CHECK DATE: 20150901 CHECK SEVERITY: MEDIUM

IOSHC1441 Dynamic routing is enabled in the SAN and no
inconsistencies were detected.

Figure 3: Health Check Output of Supported Devices

Figure 4is an example of the output where notall devices support FIDR. As you can see, FIDR
inconsistencies were detected, and thereforeshould not be enabled forthis fabric.

CHECK (IBMIOS, IOS_DYNAMIC ROUTING)

SYSPLEX: ENGTEST1 SYSTEM: 501

START TIME: 08/02/2016 11:45:45.122744
CHECK DATE: 20150901 CHECK SEVERITY: MEDIUM

I0SHCZ1441 Dynamic reouting is enabkled in the SAN but nct supperted by the
following controller(s):

NODE DESCRIPTOR
002107.%32.IBM.75.0000000DT781
002107.%32.IBM.75.000000074421
002107.9%41.IBM.75.0000000PG761
002107 .%51.IBM.75.000000022251
Unknown ND for CU 8020

Unknown ND for CU 8030

* Medium Severity Excepticn *

I0SHC142E Dynamic routing inconsistencies were detected

Figure 4: Health Check Output of Non-Supported Devices

Mixed Capability Devices and coexistence of policy types

Not every end usercan simply purchase all new mainframes, storage, and FICON switching devices that
will support FIDR. At the time of this writing, IBM intends on providing new z/0S functions to help end
users manage the coexistence of FIDR capable devices and non-FIDR devicesin the same architecture.
For example, zSystems, z/OS, FICON SAN vendors, and storage vendors will all supportanew SAN
health checkto detect when non-FIDR- capabledevices and non-FIDR-capable processors are attached
to switches running with dynamicrouting policies enabled. This alerts clients to the possible I/O errors
that can occur. Additionally, new configuration definition options are supported by the z Systems
Hardware Configuration Definition (HCD) dialogto allow clients to designate which switches and devices
are intended to be run with dynamicrouting policies enabled. This will help prevent clients from
accidentally dynamically addinganon-FIDR capable device toa FICON directorrunning with FIDR
enabled. So, co-existence of dynamicrouting and staticrouting policies in the same FICON environment
will be possible.
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Summary

A greatdeal of technological innovation has occurred overthe pasttwelve years since cascaded FICON
was initiallyintroduced by IBMin 2003. These technical innovations have driven the need forfurther
innovationsinhow the interswitch links manage trafficflows, and how the end user manages the ISLs.
FICON DynamicRoutingisthe latest such managementinnovation. While it can have some potential
points of concern, FIDR provides significant technical improvements overthe older FICON staticrouting
polices. FIDRalso has the potential to allow the end userto realize significant cost savings in terms of
architectural and bandwidth requirements. Given thatthe behaviors of concern, such as slow drain
devices can be managed by the end userusinggood discipline, the Health Checkerforz/0S and the
FICON SAN vendor managementtools, the benefits of implementing FIDR should faroutweighthe
potential issues.
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